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Abstract. The article offers an original approach to the recognition of sign speech of the deaf 

based on the use of a bio-inspired neural network. The main idea is to distinguish movement in 

sign language, which is typical for dynamic manual gestures and movements-epenthesis. The 

description of the motion detection model and its architecture is given. Motion detection is 

defined by the spatio-temporal scheme of the neural network organization. The first two layers 

select the edges. For this purpose, a neural network was developed based on the use of a Gabor 

filter and a hyperbolic tangent. The movement is directly isolated on the third layer of the neural 

network (MT-neuron). The MT-neuron allows you to distinguish both linear motion and rotation. 

The results of an experimental study of the motion detection model are presented, which confirm 

the expected hypotheses and its effectiveness for solving the problem of gesture speech 

recognition. 

Keywords: sign language, gesture recognition, bio-inspired neural network, neuron 

movement. 

 

 Introduction  

There are about 150 national sign languages of the deaf in the world. The task of 

recognizing sign speech is relevant due to the lack of translators and their high cost. In practice, 

neural network approaches are used, but they also have their limitations [1]. Accurate 

recognition of sign speech is complicated by such phenomena of gesture display as dynamism, 

overlap, etc.The solution to this problem can be the use of motion recognition methods. For 

traditional neural networks, including those trained using deep learning, if the network is not 

trained for a certain motion vector, it will not detect it. In computer vision, the problem of 

 

1 The reported study was funded by RFBR and DST according to the research project No. 19-57-

45006.  



motion analysis is most often solved by applying the optical flow equation. When training neural 

networks to detect motion, we can also talk about using the optical flow equation, or rather, the 

basic mechanism for determining the direction of change in the brightness of pixels. Neural 

networks are also widely used in this task. Most often, reccurent networks, such as GRU [2, 3], 

LSTM [4, 5], are used to motiod detection. There is also a solution to the problem using 

convolutional neural networks [6-8], most often this is the ResNet model underlying FlowNet [9] 

and FlowNet 2.0 [10]. Several attempts have been made to simulate the motion detection neuron 

(MT-neuron) from the visual cortex. The most common model is the Heeger model [11, 12], 

which is analyzed in detail in [13]. In this paper, an alternative approach based on biological 

similarity is proposed.  

Edge detection 

In the visual cortex, motion analysis begins in the primary visual cortex. In the proposed 

model, the motion detection is carried out on the third layer of the neural network. The first two 

layers select the edges. For this purpose, a neural network was developed [14], based on the use 

of a Gabor filter and a hyperbolic tangent. The images coming to the input are represented by the 

L* component of the CIE space L*a*b*. On the first layer, lines of a certain orientation are 

detected. The second layer is responsible for selecting combinations of lines, including corners. 

Each layer contains 3 types of neurons that differ in the configuration of receptive fields. At the 

same time, the connections between the layers are organized in a special way. Each neuron of the 

second layer ( ) is connected only to two neurons of the first layer ( ). Thus, the neurons of 

the second layer allow you to detect lines and angles (in the case of the Gabor filter) and 

quadrilaterals (in the case of a hyperbolic tangent). 

To lines detection, neurons are used, the receptive field of the size of 7*7 pixels of which is 

set by the Gabor filter. 

  (1) 

where ,  – phase offset (0 – dark line on a light background,  – light line on a dark 

background),  – ellipticity (=0.1), , . 

Each neuron is sensitive to a line of a certain orientation with a deviation step of 10 degrees. 

The neurons of the second layer are a weighted sum of the signals of the first layer with a 

sigmoidal activation function. 

Motion detection 

Motion detection sets the spatio-temporal organization of the motion detection neural 

network. Movement, in this case, is the sequential activation of several edge selection neurons 



located in the same direction in a certain neighborhood over time, i.e. with a change of frame. 

Thus, the MT neuron can give the direction of movement  and its speed . The MT neuron, like 

the previous neurons, is created for each type. The connections of the MT neuron with the UC2 

neurons of the corresponding type determine its receptive field. To determine linear motion, the 

receptive field of the MT neuron (UMT
{l}) includes a sequence of UC2 neurons in the  direction. 

To determine the rotation, the receptive field of the corresponding MT neuron (UMT
{r}) is 

accompanied by connections with neurons located in the same center of the receptive field, but 

having different orientations . The rotation detection neuron is created twice for different 

directions of rotation. 

  (2) 

  (3) 

The weights of MT-neurons are set using the product of Gaussian and Mexican Hat wavelet, 

the first is responsible for the spatial characteristic, the second sets the attenuation coefficient of 

the link weight over time. 

  (4) 

   (5) 

A uniform filling of such a neuron, i.e. a stationary dark area in the entire size of the 

receptive field, will not give the required activation, fig.1. In this case, the attenuation coefficient 

obeys a certain law of change t: at the beginning of the movement in the receptive field 

, when the neuron  is activated, the vector t will have values 

. At the end of the receptive field, the vector t will have values . In this 

regard, the value of the attenuation coefficient will change. 
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Fig. 1. Scheme of the MT neuron work 

 

The Mexican hat wavelet is used to reduce activation when filling the receptive field of the 

MT neuron with a textural periodic image. 

Experiments 

For an experimental test, we will run the movements of different angles to check the 

activation of UC2 neurons, in the direction of 45 degrees. Fig. 2-4 show the frame-by-frame 

activation of MT neurons. Ideally, there should be a thin line, but due to the low resolution, there 

is a false activation within 10-20 degrees ( ). 

 

Fig. 2. First frame (start motion, vertically - the angle of movement, horizontally-the response of 

MT-neurons) 

 



Fig. 3. Second frame (vertically - the angle of movement, horizontally-the response of MT-

neurons) 

 

Fig. 4 shows that the maximum activation is achieved on the second frame, then there is a 

fade, which confirms our assumption. Attenuation is necessary so that the MT neuron does not 

fire on stationary objects. 

 

Fig. 4. Third frame (end motion, vertically - the angle of movement, horizontally-the response of 

MT-neurons) 

 

In general, the longer the movement lasts, the more accurately its direction is determined. 

If we increase the size of the receptive field of the space-time vector from 3 to 7, the 

accuracy of determining the direction of movement increases, fig.5-6. 

 



Fig. 5. Fourth frame (vertically - the angle of movement, horizontally-the response of MT-

neurons) 

 

 

Fig 6. Seventh frame (end motion, vertically - the angle of movement, horizontally-the response 

of MT-neurons) 

 

Conclusions 

To recognize the sign language of the deaf, it is proposed to use a biologically similar neural 

network. The basis for its application is the presence of dynamic manual gestures and 

movements in sign language-epenthesis. Motion detection is defined by the spatio-temporal 

scheme of the neural network organization. The first two layers select the edges based on the use 

of the Gabor filter and the hyperbolic tangent. The movement is directly isolated on the third 

layer of the neural network (MT-neuron). The MT-neuron allows you to distinguish both linear 

motion and rotation. The experimental study of the motion detection model confirmed the 

expected hypotheses and its effectiveness for solving the problem of gesture speech recognition. 
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